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Abstract

In recent years, reversible watermarking has emerged as a promising technique that safely embeds data in digital images without com-
promising their originality. This method is particularly useful for sensitive images such as military, art, and medical images, where each pixel
contains important information requiring authentication. Researchers have been attempting to develop this method further to increase payload
capacity while maintaining visual quality and low computational complexity. In this study, we developed a reversible watermarking with
block-based optimization based on Reduced Difference Expansion (RDE) applied to 3× 3 pixel blocks, allowing for the embedding of 8−bit
data. Based on experimental results from tests conducted on 2 common images and 3 medical images, our method could consistently achieve
a payload capacity of up to 0.8924 bpp with a PSNR of 41.077 dB while maintaining good visual quality across various image categories,
outperforming previous approaches.
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1. Introduction

In the digital information era, preserving data integrity while
ensuring security remains a critical concern [1]–[4], particularly
in the realm of image processing. Reversible watermarking
techniques offer a promising solution, allowing for the secure
integration of additional data into digital images without com-
promising the original content. Implementing such techniques
becomes crucial, particularly in handling sensitive imagery such
as military, artwork, and medical images, where every pixel en-
capsulates crucial information requiring authentication [5]–[9].
One such method, Difference Expansion (DE), has shown po-
tential in reversible data embedding due to its ability to embed
information while maintaining reversibility [10]–[12].

Tian [13], [14] introduced the Difference Expansion (DE)
technique, representing a clear example of reversible water-
marking. The DE method operates by concealing data within
the discrepancies among pixel pairs. These differences are bro-
ken down into an eight-bit field, and the data bits are embed-
ded into the least significant bit, resulting in an increase in the
value of the differences between pairs of pixels. Recent years
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have witnessed rapid advancements in various reversible water-
marking approaches, most of which are from the foundational
DE method. These advancements concentrate on enhancing
DE method performance parameters, including payload capac-
ity, visual quality, and computational complexity.

Multiple techniques have been introduced by researchers to
improve the visual quality of the image. Liu et al. [15], for ex-
ample, introduced reduced difference expansion (RDE), while
Yi et al. [16] developed enhanced reduced difference expansion
(IRDE), both of which successfully improved visual quality of
the image. In contrast, Abdullah and Manaf [17] proposed em-
bedding data in the smooth areas of the image using the DE
method, and Maniriho and Ahmad [18] suggested using the DE
method combined with the modulus function in those areas, also
contributing to improved image quality despite reducing pay-
load capacity. To increase capacity, researchers have explored
block size variations. Alattar introduced methods [19] and [20]
using blocks of 1×3 and 2×2 pixels as a basis. Hsiao et al. [21]
utilized 3×3 blocks. Ahmad et al. [22] used 2×2 blocks while
reducing the difference value with the RDE method. Arham
et al. [10]–[12] and Al Huti et al. [23] used 2× 2 and 4× 4
blocks, respectively, by modifying the RDE method. In addi-
tion, Syahlan and Ahmad [24] applied 2×2 blocks and changed
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the pixel difference values with modified RDE. These strategies
extended data embedding and yielded favorable visual quality.
Other researchers have combined various algorithms based on
DE to enhance the embedding capacity and visual quality in
digital images. For instance, Dragoi and Coltuc [25] proposed
the utilization of local predictions in extending reversible dif-
ference watermarking. Some studies, such as [26]–[29], have
proposed a combination of interpolation and DE, while other
researchers, like those mentioned in [18], [30]–[32], have sug-
gested a combination of the DE method and the modulus func-
tion. Additionally, some researchers combined the DE method
with error-based prediction, as shown in studies [33]–[35]. The
combination of the DE method and histogram shifting has also
been applied by the researchers in [36], [37]. Mehbodniya et al.
[38] proposed a multilevel thresholding method to reduce the
difference value in pixels. Arham and Lestari [11] proposed a
novel approach by combining the DE method with Arnold’s cat
map.

In reversible watermarking, there are two pivotal factors that
necessitate improvement: the resemblance between the original
cover image and the resultant watermark-image, and the pay-
load capacity for the embedded data [12]. Enhancing the re-
semblance between the cover and watermark images is essen-
tial to ensure that any alterations caused by embedding remain
imperceptible for human eye. Simultaneously, augmenting the
payload capacity of embedded data is crucial for accommodat-
ing more information without significantly impacting the image
quality. Balancing these factors is the key to achieve the efficient
reversible watermarking methods with increased data-hiding ca-
pacity while preserving visual fidelity. This paper presents an
exploration into the optimization of reversible data embedding
through a block-based approach using the RDE technique. By
leveraging pixel blocks and refining the RDE method, this re-
search aims to enhance the performance and technical capabili-
ties of existing reversible watermarking methods. The study fo-
cuses on improving the method’s efficiency in embedding data
while preserving the visual quality of images, aiming to signifi-
cantly contribute to the field of secure data embedding in digital
images.

The paper is organized into four sections. The initial
section introduces the fundamental research context and re-
views previous studies related to the difference expansion
method. Section 2 provides a detailed explanation of our pro-
posed method, including the data-embedding method and data-
extraction method. Section 3 meanwhile presents the experi-
mental results and compares them with the previous method,
focusing on payload capacity, visual quality, and computational
complexity. Finally, Section 4 presents a summary of the find-
ings in the study.

2. Materials and Method

The proposed method aims to increase reversible watermark-
ing technique through pixel block usage and minimize the ex-
pansion of differences between pixel pairs. This method was
designed to improve the technical capabilities of previous re-
search, especially the methods [23] and [24]. The significant
contribution of this research is to improve the performance of
reversible watermarking in images by optimizing the block size
used and improving the reduce difference expansion method.

In the pursuit of enhancing block optimization, this proposed
method adopted 3×3 blocks that can embed 8 bits, as depicted
in Fig. 1(c), diverging from prior approaches such as Al Huti et
al. [23] 4× 4 blocks that could embed 15 bits as illustrated in
Fig. 1(a) and Syahlan and Ahmad [24] that used 2× 2 blocks
that could embed 3 bits, as depicted in Fig. 1(b). Tabel 1
presents the reduction schemes exemplified by Al Huti et al.
[23] in Equation (2), Syahlan and Ahmad [24] in Equation (3),
and the proposed method in Equation (4) with the correspond-
ing outcomes detailed in Table 2. Employing the approach out-
lined in (4), the difference values after data embedding using
our method closely aligned with the original values, displaying
a closer proximity compared to those obtained through (2) and
(3).

2.1. Data-Embedding Method

The following describes the four key stages of the embedding
process:

Step 1: The image is partitioned into 3× 3 blocks. A pixel
vector subsequently is formulated for each block to calculate the
disparities between consecutive pixels, depicted in Fig. 1(c).
The pixel x4 is established as the reference point, as shown
in Fig. 1. This reference facilitates the derivation of vectors
h = (h0,h1,h2,h3,h4,h5,h6,h7,h8), representing the differences
within the vector x = (x0,x1,x2,x3,x4,x5,x6,x,x8), and can be
articulated in equation (1).

h0 = x0 − x4
h1 = x1 − x4

...
...

...
h4 = 0

h5 = x5 − x4
...

...
...

h8 = x8 − x4

(1)

Step 2: Following the computation of pixel block pair dif-
ferences to mitigate distortion in the values, Equation (4) is uti-
lized, wherein h is determined using Equation (5). The process
of reducing the difference value is conducted based on the con-
dition (−1 > hi > 1), where the Location Map (EMhi) = (0,1)
is set to (0,1). Conversely, if (−1 ≤ hi ≤ 1), the Location Map
(EMhi) = (−1) is set to (−1) as demonstrated in (6). During
the extraction phase, the Location Map (EM) is instrumental in
restoring the initial pixels value from the original image.

h′i =

hi −
(

2⌊log2(hi)⌋+ ⌊log2 (hi)⌋
)
, if hi > 1

hi +
(

2⌊log2(hi)⌋+ ⌊log2 (hi)⌋
)
, if hi <−1

(2)

h′i =

hi −
(

2⌊log2(hi)⌋+(2+ ⌊log2 (hi)⌋)
)
, if hi > 1

hi +
(

2⌊log2(hi)⌋+(2+ ⌊log2 (hi)⌋)
)
, if hi <−1

(3)

h′i =
{

hi −2[log2(hi)|−1 , if 2×2l−1 ≤ di ≤ 3×2l−1 −1
hi −2log2(hi)|, if 3×2l−1 ≤ di ≤ 4×2l−1 −1

(4)

l = ⌊log2 |hi|⌋ (5)
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(a) (b) (c)

Fig. 1. The differences of use block (a) the method of [23] (b) the method of [24] (c) the proposed method

Table 1. Comparison in the calculation of the reduced difference expansion

hi
h′i

Al Huti et al. [23] Syahlan and Ahmad [24] Our method

h0 = 60 60− (2⌊log2(60)⌋+ ⌊log2(60)⌋) = 23 60− (2⌊log2(60)⌋+(2+ ⌊log2(60)⌋)) = 21 60−2⌊log2(60)⌋ = 28

h1 = 45 45− (2⌊log2(45)⌋+ ⌊log2(45)⌋) = 8 45− (2⌊log2(45)⌋+(2+ ⌊log2(45)⌋)) = 6 45−2⌊log2(45)⌋ = 29

h2 = 25 25− (2⌊log2(25)⌋+ ⌊log2(25)⌋) = 5 25− (2⌊log2(25)⌋+(2+ ⌊log2(25)⌋)) = 9 25−2⌊log2(25)⌋ = 3

Table 2. Camparison of the value difference after reduction

hi
bi = 0 −→ hi − (2×h′i +0) bi = 0 −→ hi − (2×h′i +1)

Al Huti et al.
[23]

Syahlan and
Ahmad [24] Our method Al Huti et al.

[23]
Syahlan and
Ahmad [24] Our method

h0 = 60 60−46 = 14 60−42 = 18 60−56 = 4 60−47 = 15 60−43 = 19 60−57 = 3

h0 = 45 45−16 = 29 45−12 = 33 45−58 =−13 45−17 = 28 45−13 = 32 45−59 =−14

h0 = 25 25−10 = 15 25−6 = 19 25−18 = 7 25−11 = 16 25−7 = 18 25−19 = 6

EMhi =


−1, if −1 > hi > 1

0, if 2×2l−1 ≤ hi ≤ 3×2l−1 −1

1, if 3×2l−1 ≤ hi ≤ 4×2l−1 −1

(6)

Step 3: To embed a data bit bi, there are two available meth-
ods: (7) or (8). The blocks of pixels using Equation (7) for data
embedding are classified as expandable, denoted by Location
Map (EMb) = 1. In cases where Equation (7) leads to under-
flow or overflow, the reduction of the difference value is ceased,
and the embedding process shifts to (8), labeled as changeable
with Location Map (EMb) = 0. Furthermore, blocks not fitting
into the second category, where embedding data is not executed,
are classified as unchangeable with Location Map (EMb) =−1.



h̃0 = 2×h′0 +bi
h̃1 = 2×h′1 +bi+1

...
...

...
h̃4 = 0

h̃5 = 2×h′5 +bi+4
...

...
...

h̃8 = 2×h′8 +bi+7

(7)



h′0 = 2×
⌊

h0
2

⌋
+bi

h′1 = 2×
⌊

h1
2

⌋
+bi+1

...
...

...
h′1 = 0

h′5 = 2×
⌊

h5
2

⌋
+bi+4

...
...

...

h′8 = 2×
⌊

h8
2

⌋
+bi+7

(8)

Step 4: Each block of pixels is associated with an embed-
ding location map, EM = (EM1, EM2, EM3, EM4, EM5, EM6,
EM7, EM8, EM9), where EM1 classifies the block pixel cate-
gories into expandable, changeable, or non-changeable regard-
ing EMb. EM2, EM3, EM4, EM5, EM6, EM7, EM8, and EM9
are linked to EMhi , identifying the reduced difference values of
the pixel h = (h0,h1,h2,h3,h5,h6,h7,h8) within the block. In
cases where Location Map (EM1) = 0, EM2, EM3, EM4, EM5,
EM6, EM7, EM8,and EM9 are set to 1 if the difference value of
pixel h = (h0,h1,h2,h3,h5,h6,h7,h8) is odd. Conversely, if the
difference value of pixel h=(h0,h1,h2,h3,h5,h6,h7,d8) is even,
then EM2, EM3, EM4, EM5, EM6, EM7, EM8,and EM9 are set
to 0. After finalizing the embedding process, the subsequent
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step entails generating a new pixel x′i according to equation (9).

x′0 = h̃0 + x4
x′1 = h̃1 + x4

...
...

...
x′4 = x4

x′5 = h̃5 + x4
...

...
...

x′8 = h̃8 + x4

(9)

2.2. Data-Extracting Method

The extraction process involves retrieving the concealed data
and reconstructing the original image, executed as follows:

Step 1: The watermark image is partitioned into 3×3 pixel
blocks, converted into the vector x′, and then the differences
between pixel block pairs, denoted as x′, are calculated using
Equation (1).

Step 2: Employing the location map EM, the concealed data
within the least significant bit (LSB) differences h̃ is revealed,
excluding instances where the value of EMb is −1. If the loca-
tion map EMb is 1, the restoration of the original image appear-
ance is achieved using the location map EMhi through Equation
(10), while Equation (11) is utilized when the location map EMb
is 0.

hi =

{
h′i +2log2|h′i|+1, if EMhi = 1

h′i +2log2|h′i|, if EMhi = 0
(10)

hi =

2×
⌊

h′i
2

⌋
+1, if EMhi = 1

2×
⌊

h′i
2

⌋
, if EMhi = 0

(11)

Step 3: To reconstruct the original image, the following
Equation (12) is applied:

x0 = h0 + x4
x1 = h1 + x4

...
...

...
x4 = x4

x5 = h5 + x4
...

...
...

x8 = h8 + x4

(12)

3. Results and Discussion

In this experiment, a thorough assessment was carried out to
compare the method performance, the payload capacity of the
image, and the visual quality after the embedding process of the
proposed technique with the existing methods outlined in refer-
ences [23] and [24]. We conducted comprehensive simulations
using five types of grayscale images, comprising two common
images (Baboon and Peppers) and three medical images (Head,
Leg, and X-ray), each of which had the dimensions of 512×512
pixels, as shown in Fig. 2.

3.1. Performance

The experiments conducted showed the effective functioning
of both the embedding and extraction processes. These pro-
cesses demonstrated an ability to restore an image to its original

state. Fig. 3 demonstrates the original image after data em-
bedding, showcasing the watermark image obtained from the
process. Notably, the visual quality of the cover image is well-
preserved. In Figs. 3(a) to 3(e) and 3(f) to 3(j), displaying the
original and watermark images, respectively, the similarity is
strikingly high among the five sets, making it relatively chal-
lenging to discern differences between the original and water-
mark images. These observations underlined the exceptional
quality of the watermark images, maintaining a high degree of
similarity with the original images. The computational time re-
quired for processing different images (Baboon, Peppers, Head,
Leg, and X-Ray) was measured in seconds, as shown in Table
(3). In the case of the common Baboon image, the proposed
method exhibited a longer computational time of 96.45 seconds,
compared to Al Huti et al. [23] at 47.86 seconds and Syahlan
and Ahmad [24] at 23.06 seconds. For the Peppers image, the
proposed method showed a higher computational time of 91.23
seconds, surpassing Al Huti et al. [23] at 46.74 seconds and
Syahlan and Ahmad [24] at 23.15 seconds. Regarding the Head
medical image, the proposed method indicated a computational
time of 90.12 seconds, slightly higher than that of Al Huti et al.
[23] at 45.71 seconds and Syahlan and Ahmad [24] at 23.54 sec-
onds. Across the Leg and X-Ray medical images, the proposed
method consistently displayed higher computational times com-
pared to Al Huti et al. [23] and Syahlan and Ahmad [24]. The
Leg image reports a computational time of 93.97 seconds, while
the X-Ray image showed a time of 89.44 seconds using the pro-
posed method.

Although the proposed method exhibited higher computa-
tional times, this aspect signified more intricate operations or
computations required to accomplish specific objectives. Un-
like the method of Al Huti et al. [23] and Syahlan and Ahmad
[24] where reduction was limited to expandable categorized our
method executed the reduction in pixel pair values across all
blocks. This comprehensive approach contributes to the ex-
tended computational time required by our method compared
to the others.

3.2. Payload capacity

The payload capacity of embedding data refers to the amount
of bit data that can be embedded into the image, This capacity
is measured in bits per pixel (bpp). Table 3 shows the analysis
in the data capacities in bits across several image types, includ-
ing widely used images like Baboon and Peppers, along with
medical images such as Head, Leg, and X-Ray. These capac-
ities were compared among three distinct methods: Al Huti et
al. [23], Syahlan and Ahmad [24], and the proposed method.
For the common image Baboon, the proposed method demon-
strated a data capacity of 233,928 bits (0.89 bpp), slightly lower
than that of Al Huti et al. [23] 245,760 bits (0.94 bpp) but no-
tably higher than Syahlan and Ahmad [24] 196,608 bits (0.75
bpp). In the case of the Peppers image, the proposed method
showcased a similar capacity of 233,928 bits (0.89 bpp), almost
matching Al Huti et al. [23] 245,595 bits (0.94 bpp) and signif-
icantly surpassing Syahlan and Ahmad [24] 196,593 bits (0.75
bpp).

Examining the Head medical image, the proposed method
presented a higher capacity of 228,376 bits (0.87 bpp), outper-
forming Syahlan and Ahmad [24] 191,652 bits (0.73 bpp), al-
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(a) (b) (c)

(d) (e)

Fig. 2. The two common images and three medical images used for testing are: (a) Baboon, (b) Peppers, (c) Head, (d) Leg, and (e) X-Ray.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 3. An example of embedding images (a) Baboon after embedding (b) Peppers after embedding (c) Head after embedding (d) Leg after embedding (e) X-Ray
after embedding (f) Baboon after extraction (g) Peppers after extraction (h) Head after extraction (i) Leg after extraction (f) X-Ray after extraction

though it was slightly lower than Al Huti et al. [23] 221,625 bits
(0.85 bpp). Regarding the Leg and X-Ray medical images, the
proposed method displayed competitive capacities compared to
Al Huti et al. [23] and Syahlan and Ahmad [24]. The Leg im-
age demonstrated a capacity of 233,704 bits (0.89 bpp) with the
proposed method, while the X-Ray image showcased a capacity
of 233,904 bits (0.89 bpp).

Overall, the proposed method consistently presented com-
petitive or slightly lower capacities compared to Al Huti et al.
[23], while outperforming or closely aligning with the capaci-

ties achieved by Syahlan and Ahmad [24] across diverse image
categories. This highlights the reliability and efficacy of the pro-
posed method in embedding data across various image types.

3.3. Visual quality

After embedding data into the images using the proposed
technique, an extensive analysis of the visual quality was con-
ducted. The assessment primarily focused on evaluating the
visual fidelity and perceptibility of the images. This involved
examining the alterations or distortions in the images post-
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Table 3. Comparing the capacity of embedding data

Images
Capacity (bits) Embedding capacity (bpp) Computational Time (Second)

Al Huti
et al.
[23]

Syahlan
& Ahmad

[24]

Our
method

Al Huti
et al.
[23]

Syahlan
& Ahmad

[24]

Our
method

Al Huti
et al.
[23]

Syahlan
& Ahmad

[24]

Our
method

Baboon 245,760 196,608 233,928 0.93750 0.75000 0.89236 47.86 23.06 96.45

Peppers 245,595 196,593 233,928 0.93687 0.74994 0.89236 46.74 23.15 91.23

Head 221,625 191,652 228,376 0.84543 0.73109 0.87119 45.71 23.54 90.12

Leg 241,905 195,720 233,704 0.92279 0.74661 0.89151 45.76 23.02 93.97

X-Ray 238,320 195,435 233,904 0.90912 0.74553 0.89227 63.52 41.97 89.44

Table 4. Comparing the quality of watermarking images using PSNR

Images
Embedding capacity (bpp) PSNR (dB)

Al Huti et al.
[23]

Syahlan and
Ahmad [24] Our method Al Huti et al.

[23]
Syahlan and
Ahmad [24] Our method

Baboon 0.93750 0.75000 0.89236 23.904 22.963 33.586

Peppers 0.93687 0.74994 0.89236 29.730 28.241 40.507

Head 0.84543 0.73109 0.87119 31.028 29.729 40.404

Leg 0.92279 0.74661 0.89151 34.977 33.163 44.201

X-Ray 0.90912 0.74553 0.89227 32.985 31.952 44.196

embedding compared to their original versions. The aim was
to ensure that the embedded data did not significantly compro-
mise the visual quality or introduce noticeable distortions that
could impact the overall appearance or interpretability of the
images. Peak Signal-to-Noise Ratio (PSNR) was employed in
this study to measure and compare the cover image quality be-
fore and after the embedding data, calculated through Equation
(13).

PSNR = 10log10
2552

1
m×n ∑

m−1
i ∑

n−1
j |I(i, j)− I′(i, j)|2

(13)

The analysis based on Table 4 shows the visual quality at
maximum payload across several image types. According to Ta-
ble 4, our proposed method consistently exhibits higher PSNR
values than the other methods. Based on the provided PSNR
(Peak Signal-to-Noise Ratio) data across different bpp (bits per
pixel) settings for various images, as shown in Fig. 4, here
are the comparative discussions for the Baboon image, when
comparing Al Huti et al., Syahlan and Ahmad, and our pro-
posed method, the PSNR values demonstrate notable differ-
ences across different bpp settings. Our proposed method con-
sistently exhibits higher PSNR values than the other methods,
indicating superior image quality preservation. At 0.1 bpp, our
proposed method achieved 40.522 dB, while Al Huti et al. [23],
Syahlan and Ahmad [24] recorded 29.560 dB and 30.282 dB,
respectively. This trend continued across various bpp settings,
with our proposed method consistently outperforming in terms
of PSNR for Baboon, as shown in Fig. 4(a).

Similarly, for the Peppers image, our proposed method show-
cased higher PSNR values across different bpp levels compared
to Al Huti et al. [23], Syahlan and Ahmad [24]. At 0.1 bpp, our
proposed method achieved 48.344 dB, surpassing Al Huti et al.

[23], Syahlan and Ahmad [24], who recorded 38.112 dB and
36.685 dB, respectively. This trend persisted across different
bpp settings, highlighting the enhanced visual quality preserva-
tion of our proposed method for the Peppers image, as shown in
Fig. 4(b). For the medical images (Head, Leg, and X-Ray), a
similar pattern emerged, as shown in Figs. 4(c), 4(d), and 4(e),
indicating that our proposed method consistently provided bet-
ter visual quality, as indicated by higher PSNR values across
various bpp settings compared to the other methods (Al Huti et
al. [23], Syahlan and Ahmad [24]). These results underscore the
superiority of our proposed method in preserving image quality
across different image types and bpp settings, making it a more
favorable choice for reversible data embedding due to its supe-
rior visual quality retention.

4. Conclusion

Reversible data embedding techniques offer a promising so-
lution by allowing the secure integration of additional data into
digital images without compromising the original content. This
method is particularly useful for sensitive images such as mil-
itary, art, and medical images, where each pixel contains im-
portant information that requires authentication. In reversible
watermarking, two crucial factors require enhancement: the re-
semblance between the cover image and the watermarked im-
age, and the payload capacity. In this study, we developed
a reversible watermarking method with block-based optimiza-
tion based on Reduced Difference Expansion (RDE) applied to
3× 3 pixel blocks, allowing for the embedding of 8−bit data.
Based on experimental results from tests conducted on two com-
mon images and three medical images, our method consistently
achieved high payload capacity while maintaining good visual
quality across various image categories, outperforming previous
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(a)

(b) (c)

(d) (e)

Fig. 4. Comparison between proposed method and the previously proposed method [23] and [24] in term of PSNR in different sizes of payload data (a) Baboon
(b) Peppers (c) Head (d) Leg (e) X-Ray

approaches.
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