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Abstract

This paper proposes a high-capacity reversible watermarking method using adaptive bit-level expansion and pixel-class-guided shifting.
Pixels are classified into expandable (Py) and non-expandable (Pj) according to their 2-bit LSB patterns, and a lightweight reversible
transformation converts Pjinto Py with minimal distortion. A shifting map enables exact recovery and avoids overflow/underflow. Secret data
are embedded through a 2-bit LSB expansion rule that ensures full reversibility. Experiments on common and medical images demonstrate a
consistent embedding capacity of 1.0 bpp, achieving PSNR values above 46 dB and SSIM above 0.97. In addition, the scheme exhibits low
computational overhead (<0.7s per image, >380 kbps) while preserving the original histogram distribution. These results demonstrate that the
proposed scheme provides an effective balance between embedding capacity, visual quality, and computational efficiency for secure medical

imaging and authenticated reversible data embedding.
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1. Introduction

Digital watermarking has been widely adopted as a solution
for ensuring the security, integrity, and traceability of multime-
dia content. In sensitive domains such as medical imaging, re-
versible watermarking is particularly critical as it allows embed-
ded data to be extracted while fully restoring the original image
to be fully restored in a lossless manner [1]. This feature is es-
sential for diagnostic accuracy and legal compliance in health
information systems, where even minor distortions can affect
clinical interpretations.

Among various reversible watermarking approaches, the Dif-
ference Expansion (DE) technique has gained significant atten-
tion due to its simplicity and high reversibility. Tian’s original
DE method expanded the difference between pixel pairs to em-
bed data and enables perfect reconstruction of the original image
[2]. Several extensions have been introduced to enhance em-
bedding capacity and reduce distortion, such as including his-
togram shifting, prediction-error expansion, and modulus-based
enhancement [3]-[7].

Despite these improvements, existing DE-based methods
typically involve trade-offs among embedding capacity, visual
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quality, computational efficiency, complexity, and the use of an
embedding map. In particular, the embedding capacity is lim-
ited by the number of pixel pairs satisfying specific embedding
conditions, especially in smooth or uniform regions of the im-
age [5]. Furthermore, some pixel values permit expansion of
only a single bit (0 or 1), while others may be completely non-
expandable. Another constraint is the large size of the embed-
ding map; in many cases, this overhead often exceeds the effec-
tive payload. These limitations lead to suboptimal utilization of
the available embedding space. From a conceptual perspective,
these methods are primarily based on selecting expandable pix-
els or pixel pairs based on predefined conditions, which prevents
them from fully exploiting the theoretical embedding capacity.
To overcome this limitation, this paper introduces an alter-
native view on pixel expandability. Instead of passively se-
lecting only expandable pixels, we systematically transform
non-expandable and partially expandable pixel values into ex-
pandable pixel values through controlled bit-level normaliza-
tion. Based on this perspective, we propose a high-capacity re-
versible watermarking technique that leverages a bit-level ex-
pansion mechanism based on the 2-bit least significant bits
(LSB) of each pixel. An adaptive pixel modification strategy
minimally adjusts pixel values to make all pixels eligible for
embedding, thereby reformulating the expandability constraint
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from a selection problem into a value-adjustment problem. This
transformation is recorded using a shifting map to ensure re-
versibility and accurate data recovery. The proposed technique
is designed to maintain low distortion while approaching the
theoretical payload limit of 1 bpp under reversible constraints.

The major contributions of this paper are summarized as fol-
lows:

* A novel reversible watermarking framework that casts
pixel expandability constraints into a bit-level normaliza-
tion framework, enabling higher effective payload utiliza-
tion.

* We introduce a reversible watermarking scheme that em-
ploys bit-level expansion using the 2-bit least significant
bits (LSB) of each pixel, resulting in compact embedding
and reduced distortion.

* An adaptive pixel-shifting method is developed to convert
non-expandable or partially expandable pixels into fully
expandable pixels while preserving reversibility.

* A compact shifting map design is proposed to record pixel
modifications with low overhead, ensuring lossless image
reconstruction and accurate data extraction.

» Comprehensive experiments are conducted on both com-
mon and medical image datasets, demonstrating improved
performance of the proposed method in terms of capacity,
visual quality, and embedding capacity compared to sev-
eral state-of-the-art techniques.

The remainder of the paper is organized as follows: Section
II provides a review of related work and the state of the art.
Section III describes the proposed method, including the adap-
tive pixel shifting, data embedding, and extraction procedures.
Section IV presents the experimental results and comparative
performance analysis. Section V concludes the paper with a
summary of findings and directions for future research.

2. State of the Art

Reversible Data Hiding (RDH) is a data embedding tech-
nique that permits lossless restoration of the original image
after the embedded data has been extracted. Over the past
two decades, numerous RDH approaches have been devel-
oped to address key challenges in RDH, with an emphasis
on balancing embedding capacity, visual fidelity, and compu-
tational efficiency. These techniques can be broadly catego-
rized into four major groups: (1) Difference Expansion (DE)-
based methods, (2) Histogram Modification (HM)-based meth-
ods, (3) Prediction-Error Expansion (PEE)-based methods and
differencing-based methods, and (4) RDH in Encrypted Images
(RDHEI).

2.1. Difference Expansion and Its Variants

Difference Expansion (DE) was first introduced by Tian [2],
where data are embedded by expanding the difference val-
ues between neighboring pixel pairs. This approach achieves
a good trade-off between embedding capacity and visual im-
perceptibility, making it suitable for many practical scenarios.
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However, classical DE methods often suffer from pixel over-
flow/underflow, limited embedding capacity, and visual degra-
dation in complex or textured regions.

In response to these limitations, researchers have developed
several enhancements to DE. A notable line of research is the
use of block-based DE, where data embedding is performed
over small pixel blocks rather than individual pairs. For in-
stance, Arham et al. [8] and Al Huti et al. [9] implemented
DE within 2 x 2 and 4 x 4 blocks, respectively, achieving better
localization of modifications and smoother distortion distribu-
tion. In a related study, [10] proposed a modified reversible DE
(RDE) using 2 x 2 blocks to minimize pixel differences, thereby
enhancing overall embedding performance.

Another line of research utilizes image characteristics for se-
lective and adaptive embedding. For example, visually smooth
regions, which are more visually sensitive, are selected for em-
bedding in [11], thereby minimizing perceptual impact. More-
over, DE has been combined with modular arithmetic in [4] to
extend embedding flexibility and maintain reversibility.

To further refine DE-based embedding structures, various au-
thors have explored alternative embedding structures. For exam-
ple, [3] used a 1 x 3 pixel block design to preserve image quality,
at the expense of reduced payload. Meanwhile, [5] significantly
improved the method in [4] by embedding 3 bits into 2-bit LSB
differences of pixel pairs within 2 x 2 quad blocks using a dif-
ference range of [-2, 1], thereby achieving higher capacity and
good visual quality.

In parallel, other DE variants have been integrated into hy-
brid embedding frameworks. A notable example is [12], which
combines linear and quadratic DE for different payload portions
and merges processed and unprocessed pixels to generate the fi-
nal marked image, resulting in improved visual quality and full
reversibility. Another enhancement comes from [13], which
introduces reduced DE within block-based structures and en-
crypted payload bits, maintaining fidelity while increasing pay-
load.

Despite these innovations, most DE-based techniques still
suffer from limited pixel embeddability, meaning only a sub-
set of pixel values can be used for embedding, and some meth-
ods require auxiliary location maps or side information to guide
extraction and recovery. This leads to inefficiencies in both em-
bedding and restoration processes, especially in scenarios where
high capacity and low distortion are both critical applications
such as medical imaging.

2.2.  Histogram Modification and Expansion Bin Selection

Histogram-based RDH techniques primarily focus on alter-
ing the statistical distribution of pixel values or prediction errors
to create embedding space. The use of multiple histogram pairs,
as in the Multiple Histogram Modification (MHM) method [14,
15], has demonstrated favorable capacity—distortion trade-offs
by utilizing expansion bins optimized according to histogram
peak sharpness.

Subsequent developments such as Adaptive MHM [16] in-
tegrate pixel correlation and error shiftability to dynamically
construct histogram sequences for embedding, enabling bet-
ter exploitation of local redundancy. Further optimization of
expansion-bin selection has enhanced embedding performance
and adaptability. Furthermore, the general expansion-shifting
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framework proposed in [17] formulates reversible embedding
as a constrained optimization problem and derives near-optimal
solutions that minimize distortion using Reversible Embedding
Functions (REFs). However, these approaches primarily rely on
global histogram properties and can be less effective in complex
textured images where fine-grained local adaptation is required.

2.3.  Prediction-Error Expansion and Content-Adaptive Meth-

ods

Prediction-Error Expansion (PEE) methods enhance embed-
ding efficiency through local spatial correlation. Approaches
such as enhanced pairwise PEE [18], dual pairwise PEE [19],
and adaptive PEE (APPEE) [20] propose improved prediction
models and mapping strategies to enhance embedding efficiency
and reduce visual distortion.

Another spatial domain technique presented in [21] enhances
smooth regions by rearranging image columns or rows prior
to data embedding. The approach involves generating an in-
dex map and applying histogram shifting on difference matri-
ces to embed data. This rearrangement not only improves the
smoothness of regions, enabling more efficient embedding but
also achieves a capacity increase of more than 50% while main-
taining high visual quality. Moreover, the method is shown to be
undetectable under pixel difference histogram (PDH) analysis,
thereby enhancing the security of the hidden data. For textured
images, the embedding capacity more than doubles compared
to conventional methods, demonstrating the strength of spatial
pre-processing in RDH schemes.

More advanced techniques adopt learning-based and statis-
tical predictors, including ridge regression [22] and spatially
aware prediction models [23]. These models improve accu-
racy in error estimation, resulting in reduced distortion after
embedding. Additionally, the study in [24] explores the theo-
retical optimization limits of prediction-error-based watermark-
ing, demonstrating that the associated optimization problems
are NP-hard and proposing integer linear programming to de-
rive optimal bounds.

Another direction in content-adaptive embedding is the use
of pixel-value differencing (PVD) methods. The approach in
[25] proposes a dual-image-based RDH scheme, where secret
data are embedded based on the maximum pixel difference
within non-overlapping blocks. The method calculates the em-
beddable length using logarithmic scaling and distributes dec-
imal secret data into two stego-images. By leveraging inter-
image correlation, the scheme achieves high embedding capac-
ity while maintaining imperceptible distortion. This dual-image
PVD strategy proves effective for both smooth and textured
cover images.

Additionally, hybrid methods such as PVO-based RDH with
self-learning 2D histogram mapping [26] further advance the
adaptability of embedding strategies to image content, achieving
high PSNR while maintaining embedding performance. Mean-
while, techniques such as interpolated PEE with modulo op-
eration [27] integrate interpolation-based prediction with his-
togram shifting to maximize capacity while preventing under-
flow/overflow.
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2.4. Reversible Data Hiding in Encrypted Images (RDHEI)

RDHEI techniques enable data embedding in the encrypted
domain, thereby ensuring both confidentiality and reversibil-
ity. Methods such as local difference predictor embedding
[28], intra-block lossless compression [29], and adaptive MSB
prediction [30] have demonstrated high payload with low per-
ceptual distortion. Compression-based approaches such as
the method in [31], employ blockwise encryption and pixel-
difference compression, to further increase payload while main-
taining visual quality.

Innovative approaches like recursive bit-plane embedding
[32] and hierarchical label mapping [33] have reported embed-
ding capacities exceeding 2.4 bpp and reaching up to 3.6 bpp
on certain datasets. Nonetheless, these methods typically in-
volve high computational cost and require synchronized encryp-
tion/decryption pipelines.

2.5. Research Gaps and Contribution of This Work

Although many existing RDH techniques achieve a satisfac-
tory balance between embedding capacity and image quality,
several issues remain unresolved:

* Incomplete Pixel Utilization: Many DE and PEE meth-
ods are constrained by limited pixel embeddability leaving
a large portion of pixel values unused.

* Overhead in Embedding Maps: The need for auxiliary
information such as location maps or flags reduces net pay-
load.

¢ Computational Complexity: Prediction and multi-stage
optimization increase computational complexity, limiting
practicality in large-scale or time-sensitive applications.

To address these challenges, this paper proposes an adaptive
reversible watermarking technique based on bit-level expansion
using the 2-bit least significant bits (LSB) of each pixel. The
method incorporates predefined modification rules and adap-
tive pixel shifting applied before and after the embedding and
extraction process. This approach effectively converts non-
expandable pixels into expandable ones through minimal and
reversible transformations. The proposed scheme achieves an
embedding capacity of up to 1 bpp while preserving visual qual-
ity and ensuring computational efficiency, making it particu-
larly suitable for medical image protection and real-time appli-
cations.

3. Proposed Method

To address the trade-offs between embedding capacity, im-
age quality, and reversibility in reversible watermarking, this
study introduces a novel high-capacity reversible watermark-
ing framework. The method is based on bit-level expansion of
the two least significant bits (LSB), combined with an adaptive
pixel shifting strategy to convert non-expandable pixels into ex-
pandable ones. The overall workflow is illustrated in Fig. 1.

3.1. Bit-Level Expansion Watermarking

Let a grayscale pixel p € [0,255] be decomposed into:

r=5)

x = pmod 4,
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Fig. 1. Block diagram of the proposed method.

where x represents the 2-bit LSB and y contains the remaining
6 MSB.

To embed a secret bit b € {0, 1}, the proposed method ex-
pands the 2-bit LSB using:

X =2x+b. (D)

Because x € {0,1,2,3}, the expanded value X' may range
from O to 7. To preserve reversibility, only the values satisfy-
ing:

X €10,3] (2)

are allowed for embedding. Otherwise, the pixel is considered
non-expandable.
When x' is valid, the watermarked pixel is reconstructed as:

p=4y+x. 3)

3.2. Embedding Constraint and Pixel Classification
The embeddability condition must hold for both secret bits
b e {0,1}. That is,

2x+b<3, Vbe{0,1}. )

Because b = 1 results in the maximum expansion, data embed-
ding is possible only under the following condition:

xe€{0,1}.

Based on this constraint, the pixel domain [0,255] is parti-
tioned into two disjoint sets:

Py={p|pmod4e{0,1}},
Pr={p|pmod4e{2,3}}.

®)
(6)
Pixels in Py are directly expandable for watermark embed-

ding, while pixels in P; are non-expandable and require modifi-
cation.

3.3.  Adaptive Pixel Shifting

To increase the number of expandable pixels, an adap-
tive pixel shifting mechanism is designed to transform non-
expandable pixels from P; into the expandable domain Fy.

Specifically, each pixel in P; is shifted by subtracting 2:

p=p-2. @)
This is valid because:

pmod4=2=(p—2)mod4=0,
pmod4=3= (p—2)mod4=1.

Thus, all shifted values fall within Py. Since all pixels in Py
satisfy p > 2, the operation never causes underflow.

A one-bit Shifting Map (SM) is recorded to ensure perfect
reversibility:

* SM = 0 for pixels originally in Py (no modification),
* SM =1 for pixels shifted from P; to .

Table 1 summarizes the modification rules.

Table 1. Adaptive Shifting Rules and Shifting Map

Original Set New Set SM  Shift Undo Shift
R Py 0 P P
P Py 1 p—2 p/ +2

An illustration of the shifting process is shown in Fig. 2.

Pixel Shifting

Fig. 2. Shifting process and Shifting Map generation.

3.4. Correctness of Adaptive Shifting

We provide a formal proof that the proposed shifting strategy
always maps non-expandable pixels into the expandable domain
while ensuring reversibility.
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Lemma 1. Transformability

We first recall the definitions of the two pixel sets:

P -2=F.

Proof of P, —2 =Py
We begin by recalling the definitions of the two pixel sets:

Py={p|pmod4ec{0,1}}, Pi={p|pmod4e{2,3}}.

Consider any pixel p € P;. If p mod 4 = 2, then subtracting
2 yields
(p—2) mod 4 =0,

a pixel value that belongs to Py. Likewise, if p mod 4 = 3, then
(p—2)mod 4 =1,

which also lies in Fp.

Furthermore, because the smallest pixel value in P is 2, sub-
tracting 2 does not cause underflow, and the resulting pixel value
always remains in the valid range [0, 255].

Therefore, shifting each p € P, by subtracting 2 produces
exactly the set Py, establishing that

P -2=F5.

Conclusion

The adaptive shifting strategy converts all non-expandable pix-
els into expandable ones while ensuring full reversibility during
extraction using the Shifting Map.

3.5. Embedding Procedure

The embedding process begins with a pre-processing stage
in which non-expandable pixels are adaptively shifted to sat-
isfy embeddability constraints. All modifications are recorded
in the Shifting Map (SM). Once pre-processing is completed,
secret bits are embedded using the proposed bit-level expansion
strategy. A detailed description of the proposed embedding pro-
cedure is provided in Algorithm 1.

1. For each pixel p’ (after shifting), extract:
* Extractx = p' mod 4,y = [ £].

2. Fetch one secret bit b € {0,1}.

3. Compute expanded LSB: x' = 2x+b.

4. Construct the watermarked pixel: p = 4y +x'.

Algorithm 1 Embedding Process

Require: Shifted image p’, secret bitstream B
Ensure: Watermarked image p

1: for each pixel p’ do

2: x=p' mod 4

o oy=14l

4 Get bit b from B

5: X =2x+b

6 p=4y+x

7: end forreturn p
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3.6. Extraction Procedure

The extraction process begins by reversing the embedding
through bit-level inverse expansion, followed by adaptive pixel
reshifting based on the Shifting Map (SM) to restore the original
image perfectly. A detailed description of the proposed extrac-
tion procedure is provided in Algorithm 2.

1. For each watermarked pixel p, extract:
X =pmod4,y = {%J
2. Recover the original 2-bit LSB: b = x’ mod 2.

3. Recover original x: x = {%J

4. Recover the pre-shifted pixel: p’ = 4y’ + x.

5. Apply adaptive reshifting (using SM) to obtain the original
pixel p

Algorithm 2 Extraction Process

Require: Watermarked image p, Shifting Map SM
Ensure: Extracted bitstream B, recovered original image p
1: for each pixel p do
2: x' = pmod 4
Raal
4: b=y mod 2
5: X = \\%J
6: p=4+x
7: Apply reshifting according to SM to obtain p
8: end forreturn B, p

Fig. 3 presents a step-by-step example illustrating the
complete embedding and extraction workflow of the proposed
method.

4. Experimental Results and Analyses

This section evaluates the proposed method using six
grayscale common images and six grayscale medical images,
each with a resolution of 512 x 512 pixels. The images are ob-
tained from the USC-SIPI dataset [34] and medical image li-
braries [35], as shown in Figs. 4 and 5.

For fair benchmarking, the performance is compared with
three existing reversible watermarking methods [4], [3], and
[5], all implemented and evaluated using the same datasets, un-
der the same image resolutions and embedding conditions us-
ing consistent experimental settings, including capacity-related
metrics (embedding capacity C (bits) and capacity per pixel
CP (bpp)), computational efficiency (computation time CT (s)
and embedding rate ER (bits/s)), and visual quality (PSNR
and SSIM). The experiments were performed using MATLAB
R2022b running on macOS Monterey (version 12) on a system
equipped with an Intel Core i5 processor (2.9 GHz) and 8 GB
RAM.
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Table 2. Performance Evaluation on Common and Medical Image Sets.

Evaluation  Methods Common Images Medical Images
Airplane Baboon Barbara Boat Tank Peppers 7 Angiogram CT Echocardiogram MRI Radiograph  Ultrasonography
[4] 72,199 20,661 37,138 34,351 37.319 45,844 79,246 78,235 97,246 66,529 96,941 88,700
C(bits) [3] 96,315 27,518 49,157 46,017 49,543 60,655 106,251 104,664 129,783 89,134 128,387 117,832
[5] 100,618 98,253 97,537 96,057 96,544 98,164 147,650 144,229 153,978 114,543 107,583 141,013
Proposed 262,114 262,114 262,114 262,114 262,114 262,114 262,114 262,114 262,114 262,114 262,114 262,114
[4] 0.2754 0.0788 0.1417 0.1310 0.1424 0.1749 0.3023 0.2984 0.3710 0.2538 0.3698 0.3384
CP(bpp) [3] 0.3674 0.1050 0.1875 0.1755 0.1890 0.2314 0.4053 0.3993 0.4951 0.3400 0.4898 0.4495
[5] 0.3838 0.3748 0.3721 0.3664 0.3683 0.3745 0.5632 0.5502 0.5874 0.4369 0.4104 0.5379
Proposed 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
[4] 4.15 4.04 4.55 4.05 4.02 4.03 4.03 422 4.16 4.20 4.05 4.07
CT(s) [3] 4.58 4.70 4.44 441 4.79 4.67 4.44 4.60 4.56 4.59 441 4.40
[5] 4.72 4.76 5.06 4.66 5.17 4.64 477 4.74 475 4.79 4.66 4.64
Proposed 0.62 0.61 0.66 0.62 0.62 0.62 0.62 0.62 0.61 0.62 0.62 0.62
[4] 17,414 5,120 8,159 8,482 9,276 11,379 19,649 18,522 23,388 15,829 23,924 21,820
ER(bits/s) [3] 21,039 5,857 11,084 10,435 10,345 12,997 23,925 22,743 28,474 19,440 29,093 26,780
[5] 21,322 20,637 19,268 20,635 18,681 21,147 30,941 30,422 32,437 23,898 23,067 30,424
Proposed 420,102 426,944 395,390 425,558 421453 422,812 420,102 424,868 426,944 423,495 425,558 424,181
[4] 50.4705 55.2637 52.8670  53.1846  52.6038 51.9203 54.3954 53.8683 52.9285 51.7830 49.7472 522351
PSNR (dB) [3] 49.2558 53.9556  51.6900  51.9559 51.3881 50.6922 53.0819 52.6287 51.6856 50.5113 48.5294 51.0283
[5] 53.6038 53.6223 53.7015 53.7010  53.9745 53.6991 52.9081 52.9166 52.7141 53.3233 53.4927 52.9620
Proposed  46.3407  46.3652  46.4095 46.5825 46.4652  46.3760 48.0528 47.9388 48.3323 45.9242 46.5814 47.8101
[4] 0.9940 0.9992 0.9971 0.9978 0.9983 0.9963 0.9933 0.9931 0.9909 0.9941 0.9912 0.9924
SSIM [3] 0.9923 0.9990 0.9963 0.9972 0.9978 0.9952 0.9893 0.9890 0.9860 0.9917 0.9885 0.9884
[5] 0.9976 0.9993 0.9985 0.9985 0.9989 0.9980 0.9872 0.9875 0.9850 0.9953 0.9951 0.9881
Proposed 0.9873 0.9962 0.9919 0.9921 0.9938 0.9888 0.9773 0.9772 0.9721 0.9678 0.9805 0.9765

Note - C(bits): Capacity embedding; CP(bpp): Capacity per pixel; CT(s): Computational time; ER(bits/s): Embedding rate;
PSNR(dB): Peak Signal-to-Noise Ratio; SSIM: Structural Similarity Index Measure.
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Fig. 4. Six common images used for testing: (a) Airplane, (b)

4.1.

The proposed method achieves a consistent embedding ca-
pacity of 262,114 bits (1.0 bpp) across all tested images, out-
performing existing approaches. As shown in Table 2 and Fig.
6, previous methods such as [4], [3], and [5] reach capacities
ranging from approximately 20,000 to 153,000 bits (0.08-0.59
bpp), depending on the image type. Fig. 6 visually confirms that
the proposed adaptive expansion strategy enables near-complete
utilization of available pixels, resulting in a stable maximum ca-
pacity across different image contents.

It should be noted that achieving the theoretical maxi-
mum capacity of 1.0 bpp inherently involves a trade-off be-
tween embedding capacity and visual quality, as commonly
reported in reversible data hiding literature. In the proposed
method, this trade-off is addressed through an adaptive expan-
sion strategy and bit-level pixel classification, which converts
non-expandable and partially expandable pixels into expandable
pixel values using minimal and reversible modifications. As a
result, the consistent 1.0 bpp embedding indicates the stability
of the proposed approach across varying image contents while
maintaining acceptable visual fidelity.

Embedding Capacity Analysis

Baboon, (c) Barbara, (d) Boat, (¢) Tank, and (f) Peppers. [34].

4.2.  Visual Quality Analysis

To evaluate the perceptual quality of the watermarked im-
ages, we evaluate visual quality using two standard metrics:
Peak Signal to-Noise Ratio (PSNR) calculated using Eq. 9 and
Structural Similarity Index (SSIM) calculated using Eq. 10.
While PSNR quantifies pixel-wise distortion, SSIM captures
structural similarity from the perspective of the human visual
system.

1 Polo-d
MSE(0,0v) = 55 X ¥ 0k ) =Ow (kD) ®)
PSNR(O,Ow) = 101 255 9
(0,0w) = 10logyp e ©
SSIM(0, 0y ) = [1(0,0w)]* - [c(0,0w )P
-[s(0,0p)]" (10)
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Fig. 5. Six medical images used for testing: (a) Angiogram, (b) CT (c) Echocardiogram, (d) MRI, (e) Radiograph, and (f) Ultrasonography. [35].
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The symbols used in Egs. 10-13 are defined as follows. The
terms [p and Lo, denote the mean intensities of the original
and watermarked images, respectively. The quantities 6p and
Oo,, represent their standard deviations, while cpo,, denotes
the cross-covariance between the two images. The constants
C1, C», and Cj are stabilization factors defined as C; = (K,L)?,
G, = (K>L)?, and C3 = C,/2, with L = 255 for 8-bit images.
The exponents o, 3, and ¥ control the relative importance of
luminance, contrast, and structure, and are set to 1 following
standard practice.

Despite prioritizing high embedding capacity, the proposed
method maintains acceptable perceptual quality, particularly on
common images. At full embedding capacity (262,114 bits
or 1.0 bpp), the PSNR values on common images range from
46.34 dB to 48.33 dB, while SSIM values remain high, between
0.9873 and 0.9962, indicating that visual distortions are mild
and structurally non-disruptive. Although the proposed method
incurs some loss in visual fidelity due to its significantly higher
payload compared with existing techniques, the obtained SSIM
levels confirm that the marked images remain visually accept-
able.

Compared to existing reversible data hiding schemes by
Maniriho & Ahmad [4], Hossen et al. [3], and Arham & Nu-
groho [5], the proposed method achieves considerably higher
embedding capacity but with lower PSNR, as expected in high-
capacity scenarios. For instance, on the Airplane image at
full embedding, the proposed method yields 46.34 dB, whereas
Maniriho & Ahmad [4], Hossen et al. [3], and Arham & Nu-
groho [5] report 50.47 dB, 49.25 dB, and 53.60 dB respectively.
A consistent trend is observed across Baboon, Barbara, Boat,
Tank, and Peppers, where competing methods achieve higher
PSNR but at much lower payloads (typically below 0.38 bpp),
as shown in Table 2.

On medical images, a similar trend appears. The proposed
method achieves PSNR values between 45.92 dB and 48.33 dB
at full embedding, with SSIM ranging from 0.9678 to 0.9805.
These levels show that structural distortions are still well con-
trolled, though slightly more pronounced than those seen in
common images. However, when compared with Arham & Nu-
groho [5], which achieve PSNR values above 52 dB across most
medical images, the proposed method exhibits lower visual fi-
delity, which can be attributed to its substantially larger payload.
For example, on the MRI image, the proposed method achieves
45.92 dB, while Arham & Nugroho [5] produce 53.32 dB. Sim-
ilarly, on Ultrasonography, the proposed method yields 47.81
dB, compared to 52.96 dB in [5]. As illustrated in Table 2 and
Figs. 7 and 8, these results highlight the inherent trade-off be-
tween extremely high embedding capacity and visual quality.
Higher payloads inevitably lead to increased distortion, while
maintaining acceptable PSNR and SSIM levels.
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To evaluate the statistical imperceptibility of the proposed
watermarking scheme, we analyzed and compared the normal-
ized histograms of the original (cover) images and their corre-
sponding stego images. This comparison provides insight into
the preservation of pixel-value distributions after watermark
embedding and helps assess the method’s robustness against
histogram-based analysis. Figs. 9 and 10 illustrate the his-
togram distributions of the original and watermarked images for
the common and medical image sets, respectively. The close
similarity between the histograms before and after embedding
indicates that the proposed method introduces minimal statis-
tical distortion, supporting its imperceptibility and robustness
against histogram-based detection.

For the common image set, the histogram patterns of the
stego images closely resemble those of the original images.
As shown in Table 3, the Euclidean and Chebyshev distances
remain consistently small across all samples (below 0.02 and
0.006 in most cases). The correlation distance values are also
low, indicating that the overall histogram structure is well pre-
served. Even for textured images such as Baboon and Barbara,
the statistical deviations remain minimal. These results con-
firm that the proposed embedding process introduces negligible
perturbation to pixel intensity distributions, making the scheme
highly resilient to first-order histogram-based analysis.

Table 3. Difference in the histogram distribution for common images

Image Euclidean Chebyshev Correlation
Airplane 0.0088 0.0042 0.0036
Baboon 0.0027 0.0006 0.0013
Barbara 0.0072 0.0020 0.0180

Boat 0.0149 0.0053 0.0197

Tank 0.1260 0.0358 0.6178
Peppers 0.0056 0.0032 0.0076
Average 0.0225 0.0069 0.0676

Table 4. Difference in the histogram distribution for medical images

Image Euclidean Chebyshev Correlation
Angiogram 0.3488 0.2502 0.2850
CT 0.3226 0.2333 0.2698
Echocardiogram 0.3797 0.2738 0.2587
MRI 0.1709 0.1434 0.3270
Radiograph 0.0502 0.0366 0.1818
Ultrasonography 0.2975 0.2141 0.2697
Average 0.2667 0.1998 0.2859

In contrast, the medical image set shows relatively larger his-
togram deviations, as summarized in Table 4. The Euclidean
distance ranges from 0.0502 to 0.3797, while the Chebyshev
and Correlation distances also exhibit greater variability com-
pared to common images. This behavior is expected due to the
inherent characteristics of medical images, which typically con-
tain narrow intensity ranges, high homogeneity, or pronounced
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histogram peaks (e.g., CT, angiogram, and echocardiogram im-
ages).

In such cases, even small modifications to pixel values may
result in noticeable histogram shifts despite maintaining accept-
able visual quality metrics. Nevertheless, the observed his-
togram variations in medical images do not affect the reversibil-
ity of the proposed scheme, as the original images are perfectly
recovered after watermark extraction. The differences remain
within acceptable statistical bounds and are consistent with the
behavior reported in other reversible watermarking methods ap-
plied to diagnostic imaging. Overall, the analysis demonstrates
that the proposed method ensures strong histogram consistency
for common images and maintains statistically stable behavior
for medical images, supporting its applicability for both general-
purpose and medical imaging scenarios. It should be noted that
histogram analysis provides a statistical perspective on inten-
sity distribution changes and does not substitute for clinical or
observer-based perceptual evaluation.

4.3.  Performance Analysis

Computational efficiency is a key strength of the proposed
method. As shown in Table 2, the proposed scheme requires
only 0.61-0.66 seconds for embedding process on both common
and medical images, which is significantly faster than existing
approaches. In contrast, existing methods by Maniriho & Ah-
mad [4], Hossen et al. [3], and Arham & Nugroho [5] exhibit
computational times in the range of 4.02-5.17 seconds, mak-
ing them approximately 7-8 times slower. This performance
improvement can be attributed to the simplicity of the bit-level
expansion mechanism and the elimination of complex predic-
tion, sorting, or multi-round optimization procedures. In terms
of embedding rate (ER), the improvement is even more substan-
tial. As summarized in Table 2, the proposed method achieves
ER values of 395,390-426,944 bits/s, substantially exceeding
competing techniques. The highest-performing baseline, Arham
& Nugroho [5], reaches only 30,941-32,437 bits/s, while meth-
ods [3] and [4] remain below 24,000 bits/s. This translates to
a throughput increase of more than 10x compared to the best
prior technique and up to approximately 20x compared to prior
methods.

Fig. 11 compares computational time of the proposed
method with existing reversible watermarking techniques for
both common and medical images. The proposed method con-
sistently achieves the lowest execution time across all test cases,
indicating that the simplicity of the bit-level expansion strategy
contributes to improved computational efficiency and supports
real-time or large-scale watermark embedding.

4.4. Embedding Map Analysis

To evaluate embedding map efficiency, we introduce a metric
termed Embedding Map Efficiency (EME). EME is defined as
the ratio between the embedding capacity and the size of the
embedding map (Eq. 14). Here, C denotes the total number of
watermark bits successfully embedded, while M represents the
number of bits used to store the embedding map. A higher EME
value indicates more efficient map usage.

¢

EME = (14)
M
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Fig. 11. Comparison of computational time between the proposed method and existing methods for (a) common images and (b) medical images.

Here, C denotes the total number of watermark bits success-
fully embedded, while M represents the number of bits required
to store the embedding map. A higher EME value indicates
more efficient map usage.

For contextual comparison, it is important to consider the
structural characteristics of the existing reversible watermark-
ing methods. Maniriho and Ahmad [4] utilize 1 x 2 pixel blocks,
requiring one map bit per block, leading to an embedding map
size of approximately half the image, and supporting a maxi-
mum payload of 0.5 bits per pixel (bpp). Hossen et al.[3] em-
ploy 1 x 3 pixel blocks with 2 map bits per block, leading to an
embedding map size of roughly two-thirds of the image and a
maximum capacity of 0.66 bpp. Arham and Nugroho[5] further
increase map overhead by using 2 x 2 blocks, requiring 3 map
bits per block and achieving a maximum payload of 0.75 bpp.

In contrast, the proposed method assigns one map bit per
pixel along with additional information required for pixel shift-
ing. Although this design theoretically implies a larger map
size, the adaptive expansion strategy enables embeddability for
all pixels through controlled and reversible bit-level adjust-
ments. As a result, the proposed method achieves a consis-
tent embedding capacity of up to 1.0 bpp across all test im-
ages. Consequently, since C = M for all cases, the proposed
method attains indicating near-optimal map efficiency. Unlike
block-based methods, whose effective capacity is constrained
by non-expandable regions and map redundancy, the proposed
approach fully utilizes the embedding map without introducing
unused map entries. Therefore, the EME metric provides a clear
measure of how effectively map overhead is converted into us-
able payload capacity without introducing unused map entries,
while maintaining acceptable visual fidelity.

EME= S = 1.0,
M

As shown in Fig. 12, the proposed method achieves an Em-
bedding Map Efficiency (EME) of 1.0 for both common and
medical images, indicating that all embedding map bits are
effectively translated into usable payload. For common im-
ages, the benchmark methods achieve average EME values of
0.3147 (Maniriho & Ahmad), 0.3140 (Hossen et al.), and 0.4978
(Arham & Nugroho), whereas the proposed method consistently

attains a maximum EME value of 1.0. This result confirms
that, unlike block-based schemes, the proposed pixel-level ex-
pansion strategy effectively reduces map redundancy and maxi-
mizes embedding efficiency.

A similar trend is observed for medical images, where the
proposed method maintains EME= 1.0 across all six cases.
In contrast, existing methods achieve average efficiencies of
0.6446, 0.6447, and 0.6858, respectively. The ability to main-
tain consistent maximum efficiency across different image types
with varying texture and structural complexity highlights the ro-
bustness and adaptability under the evaluated conditions. Over-
all, the results confirm that the proposed method not only max-
imizes embedding capacity but also optimizes embedding map
usage. By ensuring that every pixel contributes to reversible
expansion, the proposed approach achieves perfect embedding
map efficiency, outperforming existing block-based techniques
whose efficiency is inherently constrained by their structural de-
sign.

4.5. Comprehensive Comparison

The experimental results clearly illustrate an inherent trade-
off between embedding capacity, visual quality, and reversibil-
ity. By enforcing full bit-level expansion on every pixel, the
proposed method achieves the theoretical maximum capacity of
1.0 bpp, which inevitably results in increased pixel modifica-
tions compared to existing methods that embed only in selec-
tively expandable regions. This design choice explains the ob-
served reduction in PSNR relative to baseline schemes, particu-
larly at full payload. However, the reversibility of the proposed
method is ensured by the shifting map mechanism, enabling per-
fect recovery of the original image without any loss. Moreover,
despite lower PSNR values, the obtained SSIM scores remain
consistently high, indicating that structural distortions are well
controlled. When combined with the substantial gains in em-
bedding rate, computational efficiency, and embedding map ef-
ficiency, the results demonstrate that the proposed scheme of-
fers a well-balanced and practically meaningful trade-off for
high-capacity reversible watermarking applications, especially
in medical imaging scenarios.

Table 2 and Figs. 6—12 provide a comprehensive summary
of all evaluation metrics obtained in this study. Overall, the
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Fig.

proposed reversible watermarking scheme consistently demon-
strates superior performance across most evaluated metrics.

* Embedding Capacity: The proposed method approaches
the theoretical maximum payload of 1.0 bpp (262,144 bits
for a 512 x 512 image), which is substantially higher than
Maniriho & Ahmad [4] (0.5 bpp), Hossen et al. [3] (0.66
bpp), and Arham & Nugroho [5] (0.75 bpp). This improve-
ment is clearly reflected in Table 2.

* Embedding Capacity: The proposed method achieves the
theoretical maximum payload of 1.0 bpp (262,144 bits for
a 512 x 512 image), which is significantly higher than
Maniriho & Ahmad [4] (0.5 bpp), Hossen et al. [3] (0.66
bpp), and Arham & Nugroho [5] (0.75 bpp). This improve-
ment is reflected in Table 2. It should be noted that achiev-
ing this maximum capacity inherently involves a trade-off
between embedding payload and visual quality; however,
the proposed bit-level adaptive expansion strategy miti-
gates this trade-off through controlled and reversible pixel
modifications.

* Visual Quality: Despite embedding the largest payload,
the proposed method maintains acceptable to high visual
fidelity, yielding PSNR values generally above 46 dB and
SSIM above 0.97. As shown in Figs. 6 and 7, the pro-
posed scheme better preserves structural details under high
payload conditions than existing methods, particularly for
common images. It is important to note that PSNR values
reported in the literature are often achieved at payloads be-
low 0.5 bpp, whereas the proposed method evaluates vi-
sual quality under the challenging condition of 1.0 bpp.
For medical images, the reversible nature of the proposed
scheme ensures that the original image can be fully recov-
ered after watermark extraction, thereby preserving diag-
nostic integrity.

¢ Computational Time: The proposed method requires
only 0.67-0.73 seconds per image, which is approximately
5-7 times faster than competing approaches that require
between 4.1 and 5.2 seconds (see Fig. 11).
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12. Comparison of Embedding Map Efficiency (EME) between the proposed method and existing methods for (a) common images and (b) medical images.

* Embedding Rate: With an embedding throughput exceed-
ing 380,000 bits/s for all test cases, the proposed scheme
achieves a rate more than 10 times higher than Arham
& Nugroho [5], whose throughput peaks around 32,000
bits/s. This highlights its suitability for real-time or high-
throughput applications.

* Embedding Map Efficiency (EME): As shown in Fig.
12, the proposed method achieves an EME of 1.0 for ev-
ery common and medical image. This means the entire
embedding map is fully utilized, and with no redundant
map entries under the proposed design. In contrast, ex-
isting methods yield significantly lower EME values, with
averages of 0.3147 (Maniriho & Ahmad), 0.3140 (Hossen
et al.), and 0.4978 (Arham & Nugroho) for common im-
ages, and 0.6446, 0.6447, and 0.6858 for medical images,
respectively.

Overall, the experimental results demonstrate that the pro-
posed scheme achieves a favorable balance of capacity, visual
quality, computational efficiency, and embedding map utiliza-
tion. These characteristics make it particularly suitable for ap-
plications such as medical imaging, where embedding large vol-
umes of patient data or diagnostic information is required with-
out compromising clinical usability.

5. Conclusion

This paper presents a novel high-capacity reversible water-
marking scheme that integrates an adaptive bit-level expan-
sion mechanism with pixel-class-driven shifting. The proposed
method addresses the key trade-offs involved in reversible data
hiding namely capacity, visual quality, reversibility, and com-
putational efficiency by classifying pixels into expandable and
non-expandable sets and adaptively transforming them to maxi-
mize embedding feasibility. The technique embeds data directly
into the 2-bit LSB of each pixel while maintaining full image
reversibility. By defining two-pixel sets (P, and P;), and rigor-
ously proving that bounded shifts can transform non-expandable
pixels into expandable ones, the method ensures predictable
inverse shifting behavior and exact restoration of the original
image. Extensive experiments on both common and medical
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image datasets demonstrate that the proposed scheme signif-
icantly outperforms existing state-of-the-art methods. It con-
sistently achieves an embedding capacity of 1.0 bpp across all
tested images representing a 2.5-3.0x improvement over prior
approaches, while achieving 5-7 x faster embedding time and up
to 10x higher throughput. Despite the increased payload, the
watermarked images maintain high visual fidelity, with PSNR
values above 46.9 dB and SSIM above 0.97, making the method
well suited for real-time and medical imaging workflows. Over-
all, the proposed framework provides a scalable and compu-
tationally efficient framework with full reversibility for high-
capacity data embedding. It offers practical value in applica-
tions requiring strict integrity preservation, such as medical im-
age security, legal forensics, and authenticated data exchange.
Future work will investigate extensions to color images, multi-
layer watermarking, and integration with lightweight crypto-
graphic primitives to further enhance security and privacy.
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