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Abstract

The paper contains a literature review to obtairoptimization method that potentially can be usedptimize power plant expansion of
Jawa-Madura-Bali (Jamali) power system in 2015-2@80optimization model that can represent aucticotess and direct appointment of
IPP by considering the long term period (multi-pdriramework) and multi-objective function (econoaij reliable, and environmentally
friendly), is needed. Based on the literature rewiieat has been done, it is obtained the methodhpally can be used for Jamali system. The
method is a game theory with multi-period, bi-leaeld multi-objective optimization method. Game tlyeis used to represent the auction
process and direct appointment of IPP. Multi-peii®dsed to represent the long term period fromb28050. Multi-objective optimization
method is used to represent the aspects of ctiabiliéy, and CQ emission which are considered in the optimizapartess
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producer (IPP) [1-6]. To support the task, PT. Fidd been - m%g Nusa Tenggara: 0.6% b —

planned the electrical system and published in ReadJsaha P i ]| e

Penyediaan Tenaga Listrik (RUPTL) 2015-2024. Thekbo
said that Indonesian electricity system is dividet 3 areas
development plan: Sumatra electrical system, Jaaduvh-
Bali (Jamali) electrical system, and Eastern Indane
electrical system. Jamali power system is the Erggstem
and has an important role in the growth of the ameti
economy. Therefore, planning for a longer peribdirae is

Fig.1. Projection of Indonesia’s electricity salg [

IPP is a private power producer formed by the cdnso

to make a power purchase agreement (PPA) with BN. P
and to develop, build, own, and operate the powamtpPPA
; : - is the electrical energy purchase agreement betwRemwith
ﬂgggf‘;?reyné? ord(()algcto create sustainable plannasgd on PT. PLN [2]. The purchase process is divided ihtee kinds:
gy policy. . direct appointment, direct selection, and open e¢endhe

Figure 1 shows the projection of electricity sale i S .
Indonesia. Jamali or JB has the biggest portioimdbnesia’s purchase price is the lowest price offered by IFJP [

electricity sale. In 2015, the portion of Jamatilsctricity sale Statistics from PLN shows that the number of platd
is 75% and the portion in 2024 is 70% of Indonesia’'€ €neray generated fro_m_ IPP increases every el
electricity sale. The number of electricity salepieportional E;gg{ﬁcf iﬂg\éviss thfoglli(ggcgy nggdmcg:ggsgslndsae -'II—'EZ
to the power plant capacity. Therefore, a slighttake in the ctricity P X y . eﬁejrr X
power plant expansion planning will cause greatséss majority of IPP located in JamalThis number will continue

Planning errors can be caused by less optimizecepplant toug};:(:reasseecltgrlln?OWItha?:i)é/ieg?eril; p%t‘gesglgﬁﬁé{?ge&g
optimization result and it is caused by local optimvalue. P P P y

: : A development. The example of this policy is 35,000WM
:]_gtag\g,:'gtmi grr:(zrr]se, |I(t)22(:|e(;j;ti?r?u?np3$:,lz g tion mettat does power plant program, where 25,904 MW is plannebleduilt

by IPP either with the direct appointment or opender
* Corresponding author. Tel.: +62-856-4305-1287. process [6]. Because of the PPA mechanism, the pplaat
Email: rizki.firmansyah.s@mail.ugm.ac.id. expansion planning cannot be done using generahizgtion
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methods. General methods cannot present the opelerte
process.
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Fig. 2. Electricity Production of Indonesia [3-8]7,

The open tender process or auction process willentiag
electricity market to be deregulated electricityrked. In this
market, the electricity price depends on the coitipetof IPP
companies [9,10]. It is mean that PT. PLN canndttke
electricity price from IPP companies. It is diffatefrom the
regulated electricity market. In regulated eledyianarket,
PT. PLN can set the price. The regulated elegrigiirket
only can be used for electricity from PLN’s powdands. In
the deregulated market, PT. PLN cannot know howhrhe
electricity price from IPP. The lack of the pricadwledge
can make the power plant expansion planning ndalsiei
with the fact. To solve the problem, a method carubed to
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solution. It shows that the model used in resediéh19]
cannot represent the auction process.

Research [20-24] have been planning the power plant
expansion in Jamali System using long-range energy
alternatives planning (LEAP) software. Optimization the
software is based on linear programming. The olect
function is least cost. Linear programming in LES&ftware
cannot be used to represent the auction processleaht cost
objective function cannot be used for an objecfivection
that cannot be brought to the value of money, axhOLP
index.

Based on the research [17-24], it can be seentlieat
optimization methods used in Jamali System caneotised
for deregulated markets so it is not suitable foe 1PP
expansion that used auction process. Several methade
been used for two objective functions: generatiost and
CO; emission. These researches have not yet used the LO
index as a reliability objective function.

To fulfill the requirement of Jamali optimizatiotepning,

a methodthat could represent a direct appointment or open
tender process while considering the economic facto
reliability factor, and environmental factor, iseged. The
purpose of this study is to get a new method tloatrgially
can be used in power plant expansion and obtaitieg
optimal composition of power plant in Jamali Systieom the
year 2015 to 2050. The variables that determineofitenal
composition of power generation capacity are thaimmum
cost, minimum C@ emissions, and maximum system
reliability. The method should be able to represbatauction
process, can be used for multi-objective functi@m] do not
get stuck at the local optimum value.

represent auction process, so PT. PLN can makeoa g 'heUseof VariousMethodsin Power Plant Expansion

planning that optimal and suitable with the fact.

In addition to the economic factors, few factorattiust
be considered in the optimization process of powent
expansion are the reliability factor of the systeand
environmental factor especially for ©Q11-16]. The
reliability factor has been used in RUPTL is LOlflex [1].
With the consideration, it will make economicaljable, and
environmentally-friendly expansion plant. Therefora
method of optimization expansion plant for Jamadiwpr
system that considering the economic factor, riliglfactor,
and environmental factor, is needed.

Several researches have been done power plantsapan
planning in Jamali System using various methods.thie
research [17], expansion planning in Jamali Systes)been
done using linear programming with g€@mission limit
consideration. In linear programming, the optimaluton is
sought by using all alternative combinations of sérg
solutions. The objective function is least cost,il&viCO;
emission is used as a limitation. The method usagsearch
[17] cannot be used for multi-objective functiondacannot
represent the auction process. The method canpotsent
the auction process because the optimal solutiavbiained
without considering the interest of
maximize their profit.

IPP companies t

Optimization

Several methods have been used in the optimizaifon
expansion plants, such as genetic algorithm, diffgal
evolution, evolutionary programming, evolutionartyagegy,
particle swarm optimization, tabu search, simulaedealing,
hybrid approach, and game theory.

2.1.Genetic Algorithm

Genetic algorithm (GA) is a search algorithm to get
optimum point by imitating the process of genetiod natural
selection. The parameters that determine the optirpaint
accuracy on GA are crossover and mutation [25]. Vdlaes
of these parameters will affect the results ofdpémization.

GA has been widely used in power plant expansion
optimization process [26—34]. GA uses a stochagtjgroach

so it can produce a relatively faster computing.[B®wever,

the conventional GA models have the disadvantage of
premature convergence and duplication populatid]. [Zo
solve these problems, research [33] made GA demeap

The developments in [33] are to manufacture aidific
scheme for the determination of the initial popolatand

Research [18,19] has been done power plant expansi@ake stochastic crossover strategy. The method insgg8]

planning in Jamali System using mathematical madeli
analysis. The objective functions are minimizinghgmation

is called Improved Genetic Algorithm (IGA).
GA use a single objective function and bi-level

cost and minimizing COemission. The optimal solution is OPtimization method. The objective function is atcfunction
obtained based on the minimal value of the objectidOPerating cost, investment cost, and salvage yaltke bi-

functions in each alternative solution without ddesing the
objective function of each power plant in the altdive

level optimization method is used by selecting dtternative
solutions that meet the requirements of LOLP ind€ke
alternative solutions are optimized by IGA. Objeetfunction
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value in IGA is calculated for each set of the Soluwhich  Xmaxj is the maximum value of" individuals. Xminj is the
consists of several plants that will be developed. minimum value of" individuals.y is the correction factor to
The result of [33] showed that the optimum pointtaacy make a better mutation effect. The correction factdculates
still depends on the determination of crossover mwdation using equation (5); is thei®™ parentobjective functionfmin is
probability. IGA produces optimum value better tharhe minimum objective function among all the pasent

conventional GA, but it is still possible to getigt in a local The mutation mechanism is done by considering the
optimum value. To get the best results, it takdsvatries to standard deviation of all individual fitness fumctifrom the
obtain the most optimal parameter values. previous generation (parents). Besides the stardtarition,

the correction factor of mutation effect is usesbab improve
2.2 Differential Evolution the accuracy of optimization result [25]. Using retard

deviation and correction factor, the competitivdeston

Based on the principle works, differential evolatitDE) ~Process conducted. The best individual will be ut®dthe

is almost same as GA, which applies the princigleaural next iteration. Objective function value in EP &éaulated for

selection and evolution to find the optimum valughe €ach set of the solution which consists of sevelaitts that
difference is GA mutations occur randomly, while DEWill be developed. _ _

mutation process is determined by the value of teons. DE The standard deviation and correction factor detegrthe

mutation follows equation (1) [25,35,36], objective function of population. Those factors eieg on the
value ofs and the population size. Determining the value of

Vit = X5, j+ F Xz, j— X2, j+ Xiz, j— X4, ) ()  and the population size will affect the optimum uel

accuracy. Objective function value in EP is caltedafor

e ahi :
whereVi 1 isi" individual that has a mutation and use 0y, get of the solution which consists of sevplats that

next iteration; Xs, X1, X2, X3, and X4 are random will be developed.

individuals from the current population; afRds the constant The EP difference with the previous method liesthia
value that determines the mutation. mutation process and the absence of crossovergsoEgcept
After the mutation process, the crossover has e for those, the methods used in IGA can be usedhis t
based on the value of crossover rate (CR)[25,3fe Tmethod. The results of [25,32,38,39] showed tha¢ th
crossover process follows equation (2)[25,35,36]. optimization results using EP still has a posgipid get stuck
. . in a local optimum value. To get the best resutidseto take
Ui =Xij X (1-CR) + V31 X CR 2) several simulations by using different populatiamesand
whereX; ;is i™individual from the current populatiob; 1is ~ standard deviation in each simulation to obtain thest
i individual that has crossover and use for nexaiten; and optimal population size and standard deviation
CR is the crossover ratd= and CR determine the fithess

function value of the population. 2.4.Evolutionary Strategy

Determining the value of F and CR will affect the
Optimum value accuracy. Objective fU_nCtion _ValueDE _iS Evo|uti0nary Strategy (ES) is an evo|uti0na|’y Comp'un
calculated for each set of the solution which cstssiof technique using mutation index with a predeterminetie.
several plants that will be developed. The mutation index is represented by the offsp(@ff). The

Except for the mutation process and crossover, thgfspring calculates using equation (6).
methods applied in IGA can be applied also in Die Tesults

of [25,35-37] showed that the optimization resuiing DE Offi; = Pij + N(O,V) (6)
still has a possibility to get stuck in a local iomim value.
The value of optimal solution depends on populatsire,
mutation value, and crossover rate. To get the fessit need
to take several simulations and using differentyatgon size,
mutation value, and crossover rate in each sinmrato
obtain the most optimal different population sireytation
value, and crossover rate.

whereOff; is thej™ componenbf theit" offspring;P;; is thej"
component of thé" parent;N(0, V) is a random value with
zero mean and standard deviatibV is the constant value.
The value of V determines based on the ongoing
optimization condition [25]. For example, if aftdive
iterations the objective function value does noargfe, the
value ofV will be made into maximum value, whereas if there
is a change in the objective function value, theill be half.
Objective function value in ES is calculated fockeaet of the

) ) ) ~ solution which consists of several plants that wile
Evolutionary programming (EP) is an optimizationdeveloped.

technique that based on mutation mechanism and etivip Optimization process in this method is similar #®.Hhe
selection. Mutation mechanism and competitive $lecare (ifference lies in the mechanism of mutation rate

represented by the offsprin@ff). The offspring calculation getermination that is used. Except for the mutagimeess, all

follows equation (3) [25,38,39]. methods in EP can be used also in ES.

D The results of [25,32] showed that the optimizatiesults

Offij = Pij + N(00) 3) using ES still has a possibility to get stuck iloeal optimum

_ value. To get the best result needs to take sesgraillations

0= f .y -(Xmax, j= Xain, ) (4) by using different population size aldn each simulation to

obtain the most optimal population size &hd
y= fi / fmin (5)

whereOff; is thej™ componenbf theit offspring; Pi;is thej"  2.5.Particle Swarm Optimization

component of thé" parent;N(0, ¢) is a random value with

zero mean and standard deviat@nThe standard deviation Particle swarm optimization (PSO) is an optimizatio
calculates using equation (4).is a constant value (0 or 1).technique that mimics the movement of a few bimighe

2.3.Evolutionary Programming
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absence of collisions between individuals withire tfhock
[25,40,41]. Each of iteration will produce the béistk value
and the best individual value in each flock. Bothtluese
values will be used for the next iteration to obttie desired
optimization value. Objective function value in PS®
calculated for each set of the solution which cstssiof
several plants that will be developed. Optimizatising PSO
follows equation (7)-(9) [25,42,43].

Vil = wvik + Cyrand; (poest- S5 + Cz randcp

(gbest— Sk) (7)
W = Winax— ((Whax - Win) / it€rmay) iter (8)
s = skt vk 9)

wherevi**! is i individual velocity at(k+1)" iteration;w is
the weight;vi¥ is i" individual velocity atk" iteration;C; and
C; are the positive constantppestis the i" individual best
position; gpestis the group best positiog is theit" individual
position atk™" iteration; Wmaxis the initial weightwmi, is the
final weight;iter is the current iteration numbeétermax is the
max. iteration number; andnd,, rand; are random number.
From the equation can be known that this method ase
stochastic approach. Parameters that influence
optimization results accuracy in this method aeerttaximum
weighting factor (Whay, the minimum weighting factor
(Wmin), positive constant 1 ¢J; and positive constant ¢C

These parameters will affect the speed value ofhea

individual and the optimum value of each individuBhased
on the location of each individual, its optimum walcan be
obtained which will be used for the next iteration.

The results of [25,42,43] showed that the optinizat
results using PSO still has a possibility to getktin a local
optimum value. To get the best result need to tsdweral
simulations and usiNngWmax Wmin, C1 and €z in each
simulation to obtain the most optimal value.

2.6.Tabu Search

Tabu search (TS) is an optimization method by usirey
value of its neighbors search procedure [25]. The of
neighbor’s objective function value will be compéréo
objective function value of the original individualThe
individual was taken and used for the next iteratis the
individual who has the best objective function. €ibive
function value in TS is calculated for each sethaf solution
which consists of several plants that will be deped.

The parameters that determine the optimization racgu
is the number of individual neighbors that is uglg. This
number will affect the areas that will be seen asmaparison.
Tabu list is used to record the optimization resoltained in
several iterations. It does not affect the optiticraaccuracy
in [25] because individual neighbors were randogéperated
without following a particular scheme.

The results of [25,44—-46] showed that the optindzat
results using TS still has a possibility to getcktin a local
optimum value. To get the best result need to tsdweeral
simulations and using a different number of indidd

neighbors andabu list in each simulation to obtain the most

optimal value.
2.7.Game Theory

Game theory (GT) is a mathematical model that éxlder
decision-making in the event of a conflict of irsr among
many players. Game theory involves more than orgepl

t
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who influences each other [47]. The optimum conditi
occurs when Nash equilibrium is created. Nash #xgjiuim
occurs when each player does not change his decistis
happens because each player had to get the maxirenefit
when Nash equilibrium existed, so when a playengha his
decision, it does not benefit anymore [48].

The value of the objective function in GT is calted for
each power plant, unlike the previous methodsdhbktulate a
set of solutions which consists of several powanid. GT
calculates the objective function for any poss#méution that
existed. This computation is similar to the compgtprocess
in dynamic programming so it does not get stuchaitocal
optimum value.

GT has been widely used in the optimization proa&ss
power plant expansion [49-59]. GT can be used for
optimization process of power plant expansion bjtatimg
the auction process [60,61]. Each power plant méllgiven a
payoff value used to determine the optimal compwsiof the
power plants. The power plant composition that thasgreat
payoff value will be used as an optimal solution.

Bi-level model has been used in GT for the developm
power plant by paying particular attention to théuence of
ransmission line, investment cost competition,theertainty

£ electrical demand, and uncertainty of playerffers [49—
51,53-55]. Probabilistic dynamic programming modhels
been used in GT to solve the problem of investnoest by
considering the uncertainty of electrical deman2].[slybrid

ynamic programming/game framework has been usgsbin
to solve the problems of investment in power plant
development. In the work [56], Cournot game usedhtmlel
the strategies of power producers in the spot ntarkie
research [57] using multi-period framework for povptant
development by considering the uncertainty of eiety
market. Problems of investment in [57] are modelsca bi-
level optimization problem.

2.8.Multi-Objective Fractional Programming Method

Multi-objective  fractional programming method
(MOFPM) is used to optimize using more than onesctije
function that has conflict. The objective functiproblem can
be resolved by fractional programming. Objectivechion
value in MOFPM is calculated for each set of théutsan
which consists of several plants that will be depel.

Research [58,62—66] have used some objectiveifumirt
power plant development, such as: minimize coshinmke
the negative impact to the environment, maximizeten
reliability, and minimize the number of import feeResearch
[67] have used three objective problems in poweantpl
development. The objective functions are maximizihg
energy generation, minimizing CO2 emission, andimizing
costs. The method in [67] is to transform the molijective
problem into a single objective problem by usingeéirization
and parameterization approach.

Fractional programming will change multi-objective
function into a single objective function by using
Dinklebach’s theorem and Guzel's approach. The imult
objective function change into a single objectivadtion by
using equation (10).

Max F = Nx , Dx 2 Max F = Nx /Dx (10)

Nx is the maximum optimization function aridx is the
minimum optimization function. Based on Dinklebath’
theorem and Guzel's approach, it can be obtaines th
maximum value ofF occurs at maximurilx/Dx [68].
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3. Potential Method for Optimization of Power Plant
Expansion in Jawa-M adura-Bali Power System
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To avoid the loss, the optimization method thatuwalaltes
the objective function value for all available pbdgies is
required. Counting process for each of these pitiisip is

Based on the literature review on the use of variof@Mme as in the dynamic programming process.

methods in the optimization of power plant develepin can

take several points as shown in Table 1. Each rdettas

different characteristics. Based on the charadiesis
comparison, the potential method can be chosen.

The use of stochastic approach in the optimizgtiatess
will affect the optimization accuracy. Optimizati@tcuracy
is identical with the optimization result that ispgped in local
optimum value or not. In other words, the optimizatresult
is not the actual optimum value. The optimizatiatuaacy
using a stochastic method is affected by the détation of
the parameter values.

Jamali System is the biggest interconnection p@ystem
in Indonesia which has installed capacity 32,3 GW anergy
production 188 GWh in 2015. These made the Jamsilem
requires an optimization method that is not trappetbcal
optimum value and does not depend on the deterimmaf
the parameters, so the actual optimum value casbbsned.
If the optimization is stuck at the local optimuralve and
makes the generation cost increase Rp. 1/kWh, litmadke
loss about Rp 188 million/year (188 GWh x Rp. 1/RWh

The weaknesses of dynamic programming calculation,
especially in a large system such as Jamali systamon a
long computation time. However, development powantpin
Jamali system is a long-term planning that doesheet fast
respond computation, so the long computing time ban
tolerated. Table 1 shows that the methods usingamic
programming principle are game theory and MOFPM.

A method that can represent the auction process is
required in the optimization power plant developmém
Jamali system. This relates to the electricity pase process
from IPP in Jamali System. To represent the augi@mtess
of electricity purchase from IPP in Jamali Systéme, method
should calculate the objective function of each @owlant
unit, not on a set of combinations of power pla@bjective
function calculations on each plant will make tipgimization
process can be performed on each power plant Thi.
process to find the optimum point on each powentplase
Nash equilibrium. Table 1 shows the method canesgnt the
auction process is game theory.

Table 1. Characteristics Comparison of Each Optition Methods

Characteristics IGA DE EP ES PSO TS GT MOFPM
Using stochastic approach Yes Yes Yes Yes Yes Yes No No
Calculates objective function value for all positiles No No No No No No Yes Yes
Can represent the auction process or not No No No o N No No Yes No
Multiobjective function No No No No No No Yes Yes
Single objective function Yes Yes Yes Yes Yes Yes Yes Yes
Bi-level optimization method Yes Yes Yes Yes Yes Yes Yes Yes

Using optimization methods that cannot represem tlobjective function calculation will make each methtan be

auction process (IGA, DE, EP, ES, PSO, TS, and MOFP
will cause errors in financial planning of PT. PLWithout
taking account the interest factor of IPP compatoeget the
maximum profit, it will cause the planning is ngtpsopriate.
For example, PT. PLN has planned to build 50 MwWidwi

used for multi-objective function. Thus, all of tmeethods
listed in Table 1 can be used in optimization psscef Jamali
system.

The bi-level optimization method is required in
optimization process of Jamali system because eoizcno

power plant in Samas Beach Yogyakarta. The wind ggowobjective function (profit) is a maximum optimizai,

plant will be built by private parties and will apge in 2014
[69]. However, until 2017, the wind power plant et been
built. Then the planning to build the wind poweam was
revised to 2018 or 2019 [1,70]. Until now, the prsg to build
wind power plant in Samas is not started yet. lditaah to the
wind power plant, there are many other power pldahtd
withdrawn from the plan and re-scheduled. Thissisause the
private parties are less interest to invest. The-canformity
of the plan with the fact is because the expangianning
does not take into account the interest factor BP |
companies. By using the game theory that takesantmunt
the interest factor of IPP companies, it will gae¢ £xpansion
planning more precise, especially in IPP expanglanning.
The method that can solve multi-objective functisn

environment objective function (G@mission) is a minimum
optimization, and reliability objective function igmitation
function. Economic and environment objective fumetican
be combined into a single objective function by ngsi
fractional programming. While reliability objectivieinction
cannot be combined because it is a limitation fionctBi-
level optimization method works with the following
principles:

At the first level, the optimization process isr@a out
by using reliability objective function. The LOLP
standard in Jamali System<8,274%. Each solution set
of power plant combinations that have LOLP index
<0,274% will be put into the matrix of alternatives
solution. The process is carried out for all coralion.

needed to resolve the problems caused by economie,
reliability, and environmental objective functioBased on
Table 1, the methods can be used are game theaty an
MOFPM. In MOFPM, there are steps to change multi-
objective function into a single objective functidwy using

At the second level, the optimization process isied

by using economic and environmental objective
functions that performed on the alternatives sotuti
matrix. The objective function is calculated forcka
power plant unit.

fractional programming. The steps can be used falsother
methods that are still using a single objectivecfiom. In
other words, the addition of fractional programmiimgthe

Based on Table 1, each method in the table carsdxt for the
bi-level optimization process.
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By using multi-objective function and bi-level red, it
will get the power plant expansion planning of Jar8gstem
which is in line with Indonesia National Energy iegl In the
policy, it is mandated to make an expansion plagrimat
considers economic, reliability, and environmefdaator [71].
Based on the comparative analysis of the optinciaat
method characteristics and the needs of Jamakmsygiame
theory and its development is the potential metiaode used
in optimization of power plant expansion planningJamali
system. Using these methods, the problems in Jaystiém
optimization can be solved and the purposes cathieved.
The development of game theory is done by addialjim
objective function, bi-level method, and multi-poeti

©oNO R~ OD

framework. The multi-period framework is required t ;g

undertake a long-term planning.

Research [48] show that the main problem usingegam
theory for power plant expansion planning is at patation
time. The computation time will increase signifidsras the

number of power plants and the number of strategiés:

increase. In addition, for power systems that haveery
large number of power plants, the calculation ol.BOndex
will take a long time. It caused by the COPT mafrig,73].

Jamali System has 98 unit existing power plants &n 12.

types power plant candidates for expansion plantijg
With the huge number of power plants, the time iregufor
optimization by using game theory will be long,isoeeds a
method that can be used to speed up the computimey t
Therefore, future research will focus on accelamti

3

computing time or decrease the complexity of th A

computation, especially in
equilibrium and COPT matrix.

the process to find nash

15.

4. Conclusion

Jamali power system is the biggest inter-conneqtimmer
system in Indonesia. These made the Jamali sysgoires
an optimization method that is not trapped in logatimum
value. In the power plant planning, PLN increagesgortion
of IPP’s power plant either with the direct appoient or
open tender process. PLN considers the economiorfac
reliability factor, and environmental factor in thptimization
of Jamali’s power plant. Therefore, a method ofirojztation
expansion plant for Jamali power system that coefesent
a direct appointment or open tender process whisidering
the economic factor, reliability factor, and envinoental
factor, is needed. Game theory can potentially bedufor
optimization of power plant expansion planning immali
system because it has characteristics: can represetion
process and can be used for multi-objective opétion.
Development of the method is necessary in ordeactieve
optimization purposes. This development is donadging a
multi-period framework, bi-level optimization methoand
multi-objective optimization method.
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